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Abstract 

Recommender Systems are a potent technology used in many social networking sites.  Personalized recommender systems are an added 

method for improving the quality of recommendation and customer’s requirements. There are many kinds of techniques available to get 

personalised recommendations such as Content based, Collaborative filtering and Hybrid filtering. In these mentioned techniques, the most 

popular CF technique is used to enhance the accuracy of RS with some shortcomings such as sparsity, scalability and cold start user 

problems. To enhance the quality of collaborative filtering using tagging, the proposed approach IUGT-Jaccard-ITR used may target the 

issue of cold start user or item problems in recommendation.  
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1. Introduction  

 
When information grows in website applications, managing content is very difficult and finding relevant information as per 

user’s interest from these applications is also a challenging task. To manage these scaling data, the Recommender Systems 

(RS) [1] is used to provide personalised information to users. RS is classified into three categories such as (i) Content Based 

Filtering (CBF) which is based on the past behaviour of the user. (ii) Collaborative Filtering (CF) technique recommendations 

are done using similar users behaviour and (iii) Hybrid Filtering (HF) techniques is the grouping of the above mentioned 

techniques. The comprehensive description of these classification is explained as follows: 

 

Content-based recommenders 

 

To produce recommendations, content-based recommenders [2] look at the user's previous behaviour as well as the content 

items themselves. Pandora is an example of a recommendation system that is based on content. Their recommender algorithm 

takes into account the user's choices as well as song attributes such as length, instruments, harmonies, genre, and so on. It 

takes all of this information into account when recommending new music to a user. A user profile is generated using this 

information, which allows the system to deliver more personalised suggestions to the user.  

 

Collaborative recommenders 

 

In order to create recommendations, CF compares all users and user-item interactions (liked, disliked, and clicked) [3-6]. In 

general, the process of filtering for patterns or information utilize strategies that involve collaboration among several users, 

opinions, data sources, and other factors. When it comes to recommending information, collaborative recommenders 

outperform content-based recommenders.  

 

http://www.ijpe-online.com/
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Tagging systems 

  

Tags are terms that users may choose, and they are a simple yet effective way to organise, search, and explore the resources. 

It is also called Collaborative tagging [7-10]. The tagging systems are divided into two categories: static and dynamic tagging 

[11]. In static tagging the user may give interest or disinterest using thumbs up or thumbs down where in dynamic tagging the 

user gives his/her opinion or feedback on products or movies.   

 

Generally, the recommendation techniques applied on social networking websites enhance the quality of 

recommendation. Here in this process, firstly the database collection is done of Social Networking Sites (SNS) [12] and this 

data is stored for proper analysis of data sets. Parallelly the user profile data is generated from these datasets either based on 

purchase history or using registration details. As shown in Figure 1, when the user enquires for any query the proper answer 

or solution is given to the user. The data collected is to be cleaned using some pre-processing techniques and using the 

recommendation engine the recommendations provided to the user. 

 

 
Figure 1. Static Tagging vs Dynamic Tagging 

 

Thesedatasets are trained using either supervised or unsupervised machine learning techniques to predict the future data 

or future behavior of the user. The recommendation engine again classified into offline recommendation or online 

recommendation. Using offline recommendation techniques, either ad alerts or email postings may get spread over the users. 

On the other hand, using online recommendation the Recommendation (RE) engine may analyze the ratings, tags and feedback 

of users and the same process repeated continuously to provide relevant recommendations to the users. Through this type of 

process, the recommendation quality and accuracy will be higher in RS. The architecture of recommendation systems process 

is shown in Figure 2. 

 

CF is the main algorithm used in traditional RS. A CF makes recommendations to users based on their unique features, 

allowing them to tap into the knowledge of other users who are quite similar to them. Social data allows users to take into 

account new and diversified variables when calculating user similarity, which are not available in typical personalised RS 

[13]. In RS numerous notable studies have been conducted and the main findings of RS are as follows: 

 

Synonymous Names  

 

Synonymy is a problem that develops when a single product or thing is represented by two or more different names or lists of 

items (for example, action movie or action film). In this scenario, the recommendation algorithm is unable to distinguish if 

the terms display different items or the same item. 

 

Scalability  

 

The scalability of algorithms with real-world datasets is another challenge with recommendation systems. The traditional 

method has been overwhelmed by the wide range of products and clients in most cases, resulting in dataset problems and low 

reliability. 

 

Latency Challenges 

  

When new products are added to a recommendation engine's database more regularly, latency problems develop. Users are 

still recommended existing products because newly introduced products are not evaluated. To address the problem, 
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organizations can utilize either a collaborative filtering approach or a category-based approach in combination with user-item 

interaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Architecture of Recommendation Systems 

 

Privacy 

  

Customers must usually provide personal information to the recommendation system in order to receive favourable services. 

However, it raises a number of data privacy and security concerns by making users provide personal information to 

recommendation algorithms.  

 

Issue of Sparsity  

The rating and review model becomes sparse when users do not submit ratings or reviews for the products they buy, resulting 

in data sparsity issues. It makes it more difficult to find a group of users with similar ratings or interests. To avoid these 

limitations, many researchers used various machine learning techniques to predict the user’s behaviour and to enhance the 

accuracy of recommendations. 

 

2. Related Work 

 

The information about the preferences of its users for products is collected by the recommender system. It recommends items 

that its customers may want to buy based on their preferences. Previously, this knowledge could be retrieved by combining 

explicit and implicit data. These days, the need for Recommendation Systems is increasing in the social networking sites. 

Dhelim s et al (2022) [14] presented a survey on RS which focuses on personality aware RS. In this survey the exploration of 

design choices for personality aware RS was done by comparing personality modelling methods and RS techniques. As 

mentioned the RS is classified into content based, collaborative filtering and Hybrid filtering in which every conventional RS      

solve the problem of sparsity, scalability and cold start user/item issues. 

The recommendations are provided to the user to get the best accuracy of social networking websites. In content based 

filtering (CBF) the user's past preference is considered to get recommendations. Donghui Wang et al (2018) [15] proposed a 
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CBF model with a chi square feature selection and softmax regression in which, CBF was applied for making 

recommendations of good journals and conferences to authors and these users may not decide where their research content 

was to be published. The web service used was http://www.keaml.cn/prs/ and in this, to fasten the search of journals and 

conferences, they have employed a web crawler with a continuous updating of training and testing models.  

 

In CF, similar users behaviour or ratings were chosen for recommendation. In comparison to other recommendation      

techniques, CF is mostly used and a successful technique. CF is used in online recommendations to get dynamic 

recommendations but there is a problem of accuracy due to its simple model. Nikolaos Polatidis et al (2016) [16] proposed a 

multi-level recommendation method which targets the accuracy issue of recommendations.  

HF is also a part of RS in which the recommendations are provided to the user with  merge of CBF and CF techniques. 

Ayyaz S et al (2018) proposed an approach named Hybrid Content based Fuzzy Conformal Recommender System (HCF-

CRS). In this, the approach works as content based where it collects the demographic features of a user and fuzzy techniques 

have been applied on content to get similarity between users. In this, to target sparsity issues CBF and to achieve accuracy, 

fuzzy techniques were used and they were compared with baseline approaches as a result of the merge of both CBF as well 

as fuzzy techniques.  

The main issues of RS are sparsity, cold start and scalability. The cold start issue is classified into either cold start user 

or cold start item problem [17]. Due to lack of information about a new user, cold start user issues may occur in RS. To target 

this cold start user issues, Jesus Bobadilla et al (2012) [18] proposed a new similarity measure to using optimization based on 

neural learning to achieve better results in terms of precision and recall. Online data is a massive amount of data where the 

sparsity problem occurs in RS. Here Senthilselvan Natarajan et al (2020) [19] proposed RS-LOD (Recommender System with 

Linked Open Data) to target the issues of sparsity and cold start issues. A LOD knowledge base “DBpedia” is used to find 

enough information about new entities for a cold start issue, and an improvement is made on the matrix factorization model 

to handle data sparsity. 

The main issue of RS is the cold start issue which is classified into complete cold start (CCS) problems in which no 

ratings are available and incomplete cold start (ICS) problems that provide only a minimal amount of ratings.  To target these      

cold start issues, Jian Wei et al (2017) [20] proposed a deep neural network SADE which extracts the content features of the 

items. This model utilizes the temporal dynamics of user preferences to target the cold start issues. The following Table 1 

presents some of the author's Literature review based on parameters of limitation, technique used and their outcomes. 
 

Table 1. Literature Survey of Recommender Systems 

Author Limitation Techniques used Outcomes 

Tey, F.J., Wu, TY., Lin, CL. et al 
(2021) [21] 

Used only yelp data set and 

recommendations based on friend’s friends 
relationships. This may not      give accurate 

recommendations.  

Proposed a scheme to find 

friend’s friends to achieve better 
recommendations. 

 

Improved accuracy in 

recommendation due to 
the use of indirect relations 

 

Jian Wei, Jianhua He, Kai Chen, 
Yi Zhou, Zuoyin Tang (2017) 

[20] 

Requires extra storage and computation time  
To predict the ratings of users, 

the author used Time SVD++   

achieved the issue of cold 

start problems. 

Suvash Sedhain, Aditya Krishna 
Menon, Scott Sanner, Lexing 

Xie, Darius Braziunas S (2017) 

[22] 

Experiments were done on content based 

filtering rather than collaborative      filtering 

whereas      content based is an old      
technique in recommendation which is used 

only for offline recommendations. 

linear regression used for 
recommendations 

 

 

Targeted the problem of 

cold start users      or items     
. 

Hyeyoung Ko et al. (2022) [9] 
It was only a survey and there was no 
proposed method for handling cold start 

issues 

Review on recommendation 

systems 

To make better 
understanding for the 

researchers 

 

Ajaegbu, C. (2021) 
 

It was only an item recommendation 

three current traditional 

measurement metrics such as: 
Cosine-based similarity, Pearson 

correlation similarity and 

Adjusted cosine similarity, in the 
direction of cold-start situations. 

strength of the three 

traditional measurement 
metrics with evidence 

shown when measured 

with Mean Absolute Error. 
 

  

3. Proposed Work 
 

The proposed framework alleviates the cold start problem of CF based on implicit and explicit ratings [16]. Here the set of 

users, items, tags and new users are defined as: U = {u1, u2, … um}, I = {i1, i2, … im}, T = {t1, t2, … tm} and N = {n1, n2, … nm}. 

In this the user’s demographic profiles are considered for predicting his/her interest with the similarity computations.  

In these the proposed algorithm steps are as follows in Figure 3. 

http://www.keaml.cn/prs/
https://research.aston.ac.uk/en/persons/zuoyin-tang
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In the proposed framework the dataset is collected from movielens.com in which the user, item and tag data is collected. 

Various pre-processing techniques have been applied on this dataset to filter the data. After the cleaning, the data is constructed 

in the form of matrices such as user-item, item-tag and user-tag. In the same matrices, here the clusters are generated of similar 

users, items and tags such that the similarity computations are done based on demographic features. 

 
Figure 3. Proposed Algorithm for Recommendation Systems 

In the user cluster the set is defined as U = {ua, ub, …, un}, I = {ia, ib, …, in} and T = {ta, tb, …, tn}. In this, the same 

profiles of users are clustered together with demographic features. The demographic information of user profiles 

includeuser_gender, user_age, user_occupation_label, user_occupation_text, user_zip_code. Based on this profile the similar 

users are clustered together. In the same way similar items and tags were also collected. So, when a new user enters into the 

system/any social networking site or if any item launched in websites this would be an easy process to recommend items to 

new users. The cluster process of user, item and tag data is shown in Figure 4. 

Here, the movies are clustered of the same genre or type and tags are also clustered based on the similar tags given on 

different movies or same movies. The general overview of the proposed framework is shown in Figure 5. In this the first step 

is a dataset collected from movielens.com. In step 2, pre-processing is done using various techniques. In step 3, the dataset is 

clustered as user, item and tag clusters. Step 4 consists of similarity computation using jaccard and ITR similarity. In step 5, 

a machine learning algorithm is applied for the purpose of optimization and prediction and then finally in step 6, 

recommendation is done. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 4.  Cluster data of user, item and tag 

 

There are two types of ratings such as implicit and explicit ratings in which the implicit rating is done based on user’s 

behavior whereas explicit ratings are user’s tagging or ratings on movies or products. Mainly the user gives feedback taken 

based on his/her behavior or ratings on items.  

The collected feedback is also again classified into binary ratings or weightages of ratings. In this the binary is only 

counted if the user likes or dislikes any item; the rating counts as 1 or 0 respectively. The binary rating is only counting the 

rating in binary classification manner and even if a user browses on a particular item or hits on any movie or item then also it 

may count as 1.  

 

Step 1: Dataset collection form movielens.com 
Step 2: Pre-process the datasets 
Step 3: Generate user-item, user-tag and item-tag matrices 
Step 4: Generate user, item and tag clusters for providing similar computations. 
Step 5: Construct the matrices of implicit ratings and explicit ratings 
Step 6: Compute the similarity of these user, item and tags based on Jaccard and Diffusion based 

similarity using equations: JS = a/a+b+c and  
Step 7: Apply machine learning algorithm for optimizing the solution 
Step 8: Compute the optimized results with prediction and recommendation for the best results. 
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Figure 5.  Proposed Framework of Collaborative tagging  

 

The rating matrix in binary classification of user and item would be in the form of either 0 or 1. This matrix is classified 

into (i) user, item matrix – the user given rating on item which may count 1, otherwise it is 0. (ii) user, tag matrix – The user 

may assign any tag on a particular product then it counts as 1, otherwise 0. (iii) item, tag matrix – if tags are mentioned on 

items is 1 otherwise it is 0. Ratings are shown as explicitly in the matrices of user, item and tags. The binary rating matrix and 

weightages of their tags on items are shown in Figure 6. 

 
Figure 6. Implicit and Explicit ratings of user, tag and item matrices 

Here the similarity calculations are done using either Jaccard distance or Improved Triangle Similarity (ITR) [3]. When 

the binary values are considered, the similarity calculation is computed using Jaccard whereas for rating ITR is used. Later 

both similarity computations are merged together to get high accuracy in recommendation. The similarity computations are 

used as follows: 

 

For binary data of user, item and tag rating matrices as Equation (1):  

      

                                                                   
𝑎11

𝑎11+𝑏01+𝑐10
                                                                            (1) 

 
where 𝑎11 = the cell of matrix consists of 11, 𝑏01 = the cell consists of 01 and 𝑐10 = the cell consists of 10.  
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Figure 7. Similarity Computations on Binary data of items (a) with user, (b) with genre, and (c) with tag data 

 
For example, 7(a): Here in this table, we may compute similarity of {(i1, i2), (i1, i3), (i1, i4), (i2, i3), (i2, i4), (i3, i4)}. 

For (i1, i2) = 1/1+0+2 = 0.33, (i1, i3) = 1/1+1+2 = 0.25, (i1, i4) = 2/2+1+1 = 0.5, (i2, i3) = 0, (i2, i4) = 1/1+2+0 = 0.33, (i3, 

i4) = 1/1+2+1 = 0.25. 

 

Here in these computations i1 is more similar to i4 where the similarity value is 0.5. So, in this the blank cells are computed 

based on this similarity value. In the same way the similarity computations are done of items with genre data and items with 

tag data as shown in Figure 7 (b) and (c).  

For explicit ratings of user, item, and tags the similarity measure used Improved Triangle Similarity (ITR) [23], which 

was recently proposed in which triangle similarity and user’s rating preferences (URP) [23] were computed. The main feature 

of ITR      focuces on both common ratings and non-common ratings. The ITR similarity between two users x and y is defined 

as follows in Equation (3):  

 
                                            𝑆𝑖𝑚𝐼𝑇𝑅(𝑠, 𝑡) =  𝑆𝑖𝑚𝑇𝑅𝐼(𝑠, 𝑡) ∗  𝑆𝑖𝑚𝑈𝑅𝑃(𝑠, 𝑡)                                                                (2) 

 

 
 𝑆𝑖𝑚𝑇𝑅𝐼(𝑠, 𝑡) and  𝑆𝑖𝑚𝑈𝑅𝑃(𝑠, 𝑡) are defined in Equations (3) and (4) respectively 

 

                                                 𝑆𝑖𝑚𝑇𝑅𝐼(𝑠, 𝑡) =  1 −
√∑ (𝑟𝑠𝑖−𝑟𝑡𝑖)2

𝑖∈𝐼𝑠𝑡

√∑ 𝑟𝑠𝑖
2

𝑖∈𝐼𝑠𝑡
+ √∑ 𝑟𝑡𝑖

2
𝑖∈𝐼𝑠𝑡

                                                                     (3) 

 

where  𝐼𝑠𝑡  denotes the set of items and  𝑟𝑠𝑖  and  𝑟𝑡𝑖  are ratings of users s and t. 

 

                                            𝑆𝑖𝑚𝑈𝑅𝑃(𝑠, 𝑡) = 1 −
1

1+exp(−|�̅�𝑠− �̅�𝑡|∗ |𝑠−𝑡|)
                                                                 (4) 

 

where  𝑟𝑥  and  𝑟𝑦 denote the mean ratings of users u and v on item i in 𝐼𝑥𝑦 , respectively.  𝑠 and 𝑡  represent the 

standard variance of s and t, respectively as Equations (5). 

 

                                                                              𝑠 =  √
∑ (𝑟𝑠𝑖−�̅�𝑠)2

𝑖∈𝐼𝑠

|𝐼𝑠|
                                                                                   (5) 

 

where 𝐼𝑠 is the set of items rated by the user s. Also, the ITR is the measure to compute similarity of two items, genres and 

tags. Later these similarities      if ITR is merged together to get better accuracy in recommendations is                shown in 

Equation (6).  

 

     𝑆𝑖𝑚𝐼𝑇𝑅(𝐴, 𝐵) =  𝑆𝑖𝑚𝐼𝑇𝑅  (𝑠, 𝑡) +  𝑆𝑖𝑚𝐼𝑇𝑅  (𝑢, 𝑣) +  𝑆𝑖𝑚𝐼𝑇𝑅  (𝑎, 𝑏) + 𝑆𝑖𝑚𝐼𝑇𝑅  (𝑔, ℎ)                                  (6) 
 

Where ‘s’ and ‘t’ are similarity between two users, ‘u’ and ‘v’ are similarity between two items, ‘a’ and ‘b’ are similarity 

between two tags and ‘g’ and ‘h’ are similarity between two genres.   
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4. Results and Discussion 

 

There are 100,000 ratings from 943 individuals on 1,682 movies in the MovieLens dataset. The MovieLens dataset in this 

version is the oldest. At least 20 movies have been rated by each user. The stars are assigned in whole-star increments. This 

dataset includes user demographic information as well as information on movies, tags, genres, and ratings. The training set 

for MovieLens datasets will comprise the first 150, 250, and 350 users. Such a random separation was designed for 10-fold 

cross validation executions, in which all of the tests are repeated a number of times for 150, 250, and 350 users. A total of 

30% of all users were tested for the dataset.  

The Mean Absolute Error (MAE) is a measure of the difference between RS predictions and user ratings. It is used to 

assess the performance of recommender systems. The following formula calculates the MAE as Equations (7).            

               

𝑀𝐴𝐸 = ∑
(𝐴𝑐𝑡𝑢𝑎𝑙−𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒𝑠)

𝑛

𝑛
𝑖=1                                                                               (7) 

 
On movieLens datasets, the various experiments are conducted. Users' data is modelled 70% for training and 30% for 

testing in these datasets. The similarity computations are carried out here utilising the average Jaccard and Improved Triangle 

Similarity (ITR) results applied to the base data of users, tags, genres, and objects with a recent timestamp. User-item, user-

tag, and user-genre similarity are all calculated using this information. Several assessment criteria, such as MAE (see Table 

2 and 3) precision and F1 measure, are used to compare the outcomes to baseline procedures as Equation (8)-(10). 

 

                                                                       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
𝑇𝑅

𝑇𝑅+𝐹𝑅
                                                                                 (8) 

 

                                                             𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =  
𝑇𝑅

𝑇𝑅+𝐹𝑁
                                                                                     (9) 

 

                                                           𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
(1+∝2).𝑃.𝑅

∝2.𝑃.𝑅
                                                                                (10) 

 
Table 2. MAE of IUGT-Euclidian Similarity (Item similarity computations based on user, genre and tag with Euclidian Distance), 
IUGT-Jaccard (Item similarity computations based on user, genre and tag with Jaccard Distance) and IUGT-Jaccard-ITR (Item 

similarity computations based on user, genre and tag with Jaccard Improved Triangle Similarity) 

No. of users IUGT-Euclidian Similarity IUGT -Jaccard IUGT -Jaccard-ITR 

10 0.859 0.824 0.824 

20 0.814 0.813 0.813 

30 0.843 0.789 0.789 

40 0.804 0.767 0.767 

50 0.826 0.754 0.754 

60 0.802 0.753 0.753 

70 0.798 0.765 0.765 

80 0.702 0.734 0.734 

90 0.717 0.728 0.728 

100 0.724 0.704 0.704 

IUGT-Euclidian Similarity (Item similarity computations based on user, genre, and tag with Euclidian Distance), IUGT-

Jaccard (Item similarity computations based on user, genre, and tag with Jaccard Distance), and IUGT-Jaccard-ITR (Item 

similarity computations based on user, genre, and tag with Jaccard Distance with Improved Triangle ratings) are several 

experiments computed in terms of MAE, F1 measure, and Precision. The above approaches are compared. In comparison, 

IUGT-Jaccard-ITR achieves the greatest outcomes in top N recommendations, precision, and F1 measure studies, as illustrated 

in Figures 8 and 9.  

In Figures 8 and 9, the training sets are divided into 100, 200, and 300 users, with active users included in each set. In 

the split of 100 users, where active users are 20, the precision is high because the possible comparisons of number of users 

with active users are complicated. When the number of active users is between 50 and 80, the precision of IUGT-Jaccard-ITR 

is higher than the other techniques. Figures 8 and 9 exhibit the precision and F measure findings, which suggest that a system 

with fewer recommendations and higher accuracy will perform better, and the F measure with number of recommendations 

will be shown. In this the similarity computations were done among various users, items, tags and genres, where when a cold 

start user or item arrives in SNS it may give all computations based on UIGT (user, item, genre and tag). So,      here the cold 

start issues might be resolved using different similarities between UIGT with jaccard similarity and improved triangle 

similarity. Finally the results of IUGT-Jaccard-ITR showed      that it gives best results as compared to other approaches in 

terms of the above mentioned metrics such as precision and F1 measure. I     t also might avoid the issue of cold start problems. 
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Table 3. F1-measure and Precision of IUGT-Euclidian Similarity (Item similarity computations based on user, genre and tag with 

Euclidian Distance), IUGT-Jaccard (Item similarity computations based on user, genre and tag with Jaccard Distance) and IUGT-
Jaccard-ITR (Item similarity computations based on user, genre and tag with Jaccard Improved Triangle Similarity) 

Top N IUGT -Jaccard-ITR  IUGT -Jaccard IUGT-Euclidian Similarity 

 Precision F1  measure Precision 
F1  

measure 
Precision F1  measure 

5 0.843 0.814 0.784 0.807 0.803 0.813 

10 0.839 0.823 0.786 0.812 0.806 0.817 

15 0.836 0.828 0.792 0.823 0.822 0.832 

20 0.831 0.843 0.812 0.832 0.833 0.844 

25 0.841 0.860 0.823 0.842 0.846 0.857 

30 0.840 0.852 0.821 0.841 0.839 0.849 

35 0.834 0.846 0.827 0.832 0.832 0.843 

40 0.832 0.844 0.822 0.835 0.829 0.841 

45 0.831 0.837 0.814 0.812 0.821 0.835 

50 0.823 0.838 0.812 0.802 0.819 0.832 

 

 
Figure 8. Comparison Precision results of Split 1 of IUGT-Euclidian Similarity, IUGT-Jaccard and IUGT-Jaccard-ITR 

 

 
Figure 9. Comparison F1 measure results of Split 1 of IUGT-Euclidian Similarity, IUGT-Jaccard and IUGT-Jaccard-ITR 

 

 

5. Conclusion 

 

For providing more relevant recommendations to users, a variety of computational intelligence processes such as web based 

mining and fuzzy logic are being used across practically all sectors of online services. The drawbacks of traditional suggesting 

approaches such as knowledge-based, content-based, and collaborative-based recommendations are cold start issues where a 

new user enters into the system or application then analysing these new users is difficult as well as providing recommendations 

for them. To target these cold start issues, the proposed IUGT-Jaccard-ITR is used for recommendation. In this paper, a 

framework was developed for addressing cold start issues in collaborative filtering with tagging which results in high-quality 

suggestions with greater prediction accuracy. To improve the quality and accuracy of recommendations, similarity measures 

such as the average results of Jaccard and ITR in collaborative tagging with recent timestamp are utilised. Experiments 

indicate that our proposed technique may greatly enhance prediction quality and accuracy while also addressing cold start 

challenges. In the future we may focus on personalised recommendation systems with implementation of deep neural 

networks. 
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